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ABSTRACT

Renewable energy sources are gaining significant interest due to their potential to decrease pollution resulting
from the utilization of fossil fuels for generating electricity that is environmentally friendly. In this study, an
innovative combined cooling, heating, and power cycle that makes use of geothermal, solar, and wind energy
was examined. The 100 residential units are investigated throughout the year by a number of different sub-
systems, including photovoltaic-thermal panel, Wind Turbine, Steam Turbines, Fuel Cells, Heat pumps, Reverse
Osmosis, Electrolyzer, batteries, and a hydrogen storage tank. The model of six European cities "Marseille,
Monaco, Montpellier, Naples, Perpignan and Rome" located in Italy and France was the subject of this research.
Transient assessment and the response surface method were employed in this study’s optimization in TRNSYS.
With the help of design of experiments, a few simulation scenarios were created, and response surface method
was then utilized to examine the outcomes. Based on the findings, the optimal system greatly decreased the
yearly life cycle costs of the boiler, the thermal comfort rating, the overall cost of consuming electricity, and the
cost of natural gas consumption. The results demonstrate that the suggested system efficiency is increased by the
addition of hydrogen storage and battery, and that the employment of fuel cells and WTs stabilizes the system’s
power output at all times of the day and night. According to the findings, Montpellier was the best city in terms of
electricity generation, cost, and natural gas usage. The total amount of energy generated by the urban system
over the course of a year is 425690.937 kWh/year, of which 121217.314 kWh/year are sold to the grid and the
remainder is used to power homes. The annual use of natural gas is 47547.706 m>/year, while the annual
production of freshwater is 3756.07 m®/year. The findings of the optimization showed that Montpellier’s system,
which includes 185 solar panels and 6 wind turbines, performs better than other systems.
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Nomenclature

A area (m?)

a axial induction factor

AOC system’s operating cost during a year ($)

f ON/OFF statues of a component (0 or 1)

c specific heat capacity (J/kg.K)

d discount rate

Epy)r generated electricity by PV/T collectors (kJ/h)

EIR energy efficiency ratio

i inflation rate

hp,, polynomial coefficients linking the load side Tg, Ty, and
supply side Ty, to the heating energy input ratio (EIRp) of
the heat pump

feER R present fraction of rated heating energy input ratio

Sheat present fraction of rated heating capacity

Gr total solar radiation incident upon the collector surface
(kJ/hr.m?)
Enthalpy (kJ/kg)

I current (A)

Ic initial investment cost ($)

LCC life cycle cost ($)

IAM incidence angle modifier

Lp thermal load of inhabitants’ body

L lenght (m)

m mass flow rate (kg/h)

T ser number of cells in series

My, ser number of modules in series

ne number of factors

ng, lifespan (year)

Niubes number of tubes in PV/T collector

it total cooling performed by the heat pump (kJ/h)

PMV predicted mean vote

PWF present worth factor

Qgen total heat produced by fuel cell

Gens sensible cooling performed by the heat pump (kJ/h)

T temperature (°C)

tcy polynomial coefficients linking the load side Tg, T, and

supply side Ty to the overall cooling capacity of the heat
pump

th, polynomial coefficients linking the load side Ty, Typ, and
supply side Ty to the heating capacity of the heat pump

U voltage (V)

R; resale income ($)

x factor

y response

Abbreviations

AFC alkaline fuel cell

CCHP  combined cooling, heating, and power

DOE design of experiments

HP heat pump

PV photovoltaic

PV/T photovoltaic/thermal

RSM response surface methodology

w power

BFC Auxiliary boiler fuel use

OEC Overall Electricity Consumption

Scripts

n Efficiency

a air

amb ambient

f heat transfer fluid

in inlet

out outlet

Greek symbols

Em emissivity of the top surface of the collector

[0} absolute humidity ratio (kgwater/Kgair)

n efficiency

T transmittance-absorptance product for PV/T collector

v Wind speed (m/s)

Pa Air density (kg/m®)

[ angle of incidence (°)

1. Introduction

The use of fossil fuels has led to climate change, air pollution and
environmental destruction. Also, with the increase in population, the
need for different energies, including electrical energy, cooling and
heating, has also increased, and on the other hand, fossil resources are
deteriorating and decreasing. There is a lot of interest in the use of
various renewable energy sources [1,2]. Among the types of renewable
energy and their benefits, numerous options can be considered: solar
energy, because of its uniform distribution, wind energy, because of its
high efficiency, and geothermal energy, because of its extensive global
resources and lack of grid-scale energy storage requirements. Due to the
great efficiency of this form of solar receiver and the simultaneous
creation of electricity and heat, using solar energy and the absorption of
this energy by solar systems like photovoltaic panels have received a lot
of attention [3-5]. Integrating and using renewable energy sources in
various cycles is conceivable. The interest in combined cooling, heating,
and power (CCHP) cycles has grown significantly [6]. The CCHP is an
effective method for the simultaneous delivery of thermal, cooling, and
electrical energy, depending on the particular type of energy required
[7]. Other benefits include less economic and environmental impacts
than separate manufacturing systems [8].

For the heating and cooling load requirements of a housing complex,
Kavian et al. created a hybrid photovoltaic-geothermal heat pump

system. Using the particle swarm optimization technique implemented
in MATLAB and TRNSYS, the system’s performance was optimized in
order to get the best possible results. The findings indicate that a poly-
crystalline hybrid PV/T system with a solar share of 31 % is a more ideal
solution from an economic and environmental standpoint, with a 3-year
return on investment [9]. Wang et al. investigated the discrepancy be-
tween demand and energy supply in CCHP cycles using a dynamic
interaction technique. The optimization findings demonstrated that
their approach enhanced the operational and economic performance of
the cogeneration systems [10]. Ren et al. presented two distinct hybrid
CCHP systems using natural gas, solar energy, geothermal energy, the
grid, and electricity, and three buildings were modelled. The findings
indicate that system A, which comprises of all components with the
exception of solar thermal photovoltaic panel, has higher benefits. This
is supplied for each of the three structures. In addition, the system design
and component capacity are dependent on the kind of building [11].
Musharavati et al. investigated the transformation of a simple refriger-
ation system into a multigenerational system, which included an ab-
sorption chiller, an organic flash cycle, solar panels, and a reverse
osmosis subsystem. The thermal modelling findings for this system
demonstrated that its energy efficiency, exergy efficiency, and net
output power were 5.46 %, 20.16 %, and 70.85 kW more than a typical
system [12]. Li et al. investigated a unique system that blends the con-
ventional CCHP cycle with a wind energy and hydrogen supply to
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address the two concerns of decarbonization of the transportation sys-
tem and power system sustainability. The findings of the economic and
energy performance analysis revealed that, compared to conventional
systems, this innovative method reduced costs and carbon dioxide
emissions by 72 % and increased energy efficiency by the same amount.
The largest amount of hydrogen produced by this system throughout the
winter was 500 kg [13].RSM optimization was used by Mahdavi et al. to
calculate the ideal number of PV/T for a solar system. The results
demonstrated that the regression models supplied by the RSM for
calculating the net power and efficiency of the system were quite ac-
curate. The data also showed that the system’s overall production power
was 61.73 MW, and its exergy efficiency was 44.22 %. Several research
on the utilization of renewable energy to produce various energies,
including electricity, have been carried out recently [14]. Dezhdar et al.
presented a novel strategy in 2023 to combine solar energy with ocean
thermal energy to supply the thermal energy needed for an organic
Rankine cycle for generating electricity. This mechanism was started
using the water temperature difference in the dam and the area’s ability
to absorb solar radiation energy. Iran’s Karkheh Andimeshk Dam was
the subject of a case study on climate change, and its system included
two solar panels, an organic Rankine cycle, and a thermoelectric
generator to boost its efficiency in generating power [15]. Power gen-
eration, as previously stated, is crucial for many places of the world. As a
result, Chen et al. proposed a hydrogen production system in 2021. This
system was built using solar thermal energy absorption and
ammonia-based chemical energy storage. In order to provide a new
method in solving renewable systems, a new method with a fresh
approach compared to previous articles was presented for the first time
by High thermal freshwater electrolysis and ammonia-based chemical
thermal energy storage (using a solid oxide electrolyzer cell) [16]. In
2022, Alrobaian introduced a multiple energy production system, and
this system was designed dependent on how well the photovoltaic ab-
sorbs sun’s radiation, and this system consisted of two power generation
units, the Brayton cycle and the Kalina cycle, as well as a cooling pro-
duction unit by an absorption chiller. The findings indicated that in
order to bridge the disparity between the absorption chiller rate of
production and the subscriber’s cooling requirement, the planned power
station should be linked to the national grid and supply the rest of the
user’s needs from it. The exergy efficiency of the power plant was re-
ported to be 42.11 % [17]. Saikia et al. carried out an optimization in
2021 to produce a reliable solar panel electrolyzer that would increase
hydrogen generation. Tn this work, eleven operating parameters were
selected for optimization using an orthogonal array, and it was estab-
lished that the highest production of hydrogen was 319.35 Ncm3/hr.
The Taguchi technique was then employed, and it was determined that
the maximum production of hydrogen was 645.89 Ncm3/hr, up 50.56 %
from the greatest production value achieved from the orthogonal array
[18].

In 2023, Ji et al. optimized multi-cycle renewable energy systems
with hydrogen and battery energy storage. The results showed that the
renewable energy systems with hydrogen storage and battery storage
are 21.5 % and 5.3 % cheaper than the renewable energy systems
without energy storage [19]. In 2023, Giiven and Mengi evaluated
meta-heuristic algorithms in determining the dimensions of hybrid en-
ergy systems by examining renewable energy systems with hydrogen
storage features. This study presents a complex framework focusing on
the optimization of hybrid energy systems and energy flow manage-
ment, with an emphasis on energy modules, such as wind, solar, biomass
gasification, and fuel cells. Excess energy is converted into hydrogen for
storage and then used in fuel cells [20]. In 2013, Modu et al. conducted a
systematic review of hybrid renewable energy systems with hydrogen
storage. In this research, it was stated that the disadvantages of batteries
are their large size, limited lifespan, and high cost. For this reason, en-
ergy planners are looking to hydrogen-based storage systems as a po-
tential solution [21]. In 2023, Liu et al. evaluated the performance of
wind-solar-hydrogen systems for renewable energy production and
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green hydrogen production and storage. The results show that this sys-
tem has the potential to produce 931.39 kg of hydrogen per year with an
energy efficiency of 16.03 % and an exergy efficiency of 17.94 %. The
integration of multiple renewable energy sources and hydrogen pro-
duction in the system increases the utilization rate of renewable energy
and provides a promising solution for sustainable energy production and
use [22]. In 2023, Abedi et al. investigated solar desalination chimneys
and investigated the feasibility of integrating solar chimneys with
dehumidification systems. Numerical simulations show that small-scale
integrated solar chimney desalination systems can be placed on the roof
of a residential building and produce about 600 L of fresh water per day
to supply fresh water for a household [23].

In 2022, Khani et al. investigated a new multigeneration system
based on solar energy and desalination-humidity-dehumidification. The
results show that solar energy integration increases the Rankine cycle
electricity generation from 37.3 % (winter) to 59.41 % (summer), while
the overall electricity generation increases by 18 kW compared to the
base case scenario [24]. In 2023, Tawalbeh et al. analyzed a hybrid
photovoltaic/solar chimney for a seawater desalination plant. A com-
plete parametric study was also conducted for the integrated system
with a transparent solar panel to evaluate the effect of different pa-
rameters on air velocity, static pressure, mass flow rate, air temperature
inside the chimney, and turbine output power under solar radiation of
850 W/m2. The effect of radiation on turbine and PV power output was
investigated. The results of the current model showed that the net output
power and freshwater production for the hybrid system reached 261 kW
and 8.867 kg/s, respectively [25]. In 2023, Assareh et al. conducted a
transient simulation for a new solar-geothermal cogeneration system by
selecting heat transfer fluids using thermodynamic analysis and intelli-
gent modeling. The system consists of parabolic solar collectors, a steam
Rankine cycle, a steam Rankine cycle with an organic Rankine cycle, a
proton exchange membrane electrolysis, and a reverse osmosis desali-
nation unit. Maximizing energy efficiency and reducing cost rate were
selected as two objective functions and determined wusing a
multi-objective sorting genetic algorithm (NSGA-II). The proposed sys-
tem produces 1140 kW of electricity in the optimal state, and in the best
state, the energy efficiency is 32.39 % and the cost is $36.32/GJ [26].

A survey of the relevant literature, as noted above, finds the
following gaps in knowledge.

o The ideal integrated CCHP system’s simultaneous utilization of solar,
wind, and geothermal energy has not been researched.

e A solar-wind-geothermal CCHP system that combines energy storage
and hydrogen generation has not been shown to work well in tran-
sitory situations.

e RSM is not described as a statistical or mathematical technique to
lower CCHP system expenses over the long run.

One issue that has received less attention in the past researches is the
use of renewable systems to provide energy for residential buildings.
Today, providing the energy needed by residential houses, including
electricity, cooling and heating, should be considered as one of the
essential things in studies, and new systems pay attention to the ability
to supply buildings and residential units to provide the energy needed by
people. The systems based on renewable energies need more complete
studies, because the transition from fossil resources to renewable re-
sources requires a strong scientific support, and the design and launch of
new systems requires complete and comprehensive information on
technical and environmental conditions, equipment types, Feasibility
and design. The development of energy systems with high performance
and reducing environmental pollution as well as reasonable cost is of
great importance. In this regard, in this research, to address this issue, an
innovative system in which various renewable energies have been used
to produce the energy needed by residential complexes has been
proposed.

Therefore, this research combined energy storage and hydrogen
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Fig. 1. The proposed CCHP system.

production to build and optimize a planned CCHP system using a mix of
solar-wind and geothermal energy. A heat pump (HP), steam turbine
(ST), fuel cell, solar panel, geothermal loop, wind turbines (WTs),
reverse osmosis systems, and electrolyzer units are a few of the impor-
tant subsystems that make up the proposed system. The planned system
is configured to handle the electrical loads, domestic hot water use, and
cooling and heating demands of 100 residential units. The quantity of
solar cells, wind turbines, fuel cells, HP capacity, and jet turbine power
were all taken into consideration as important elements for evaluating
the system’s performance. The energy and financial metrics selected for
evaluation comprise the electricity and natural gas consumption of the
boiler, the projected average vote (PMV) used to assess thermal comfort,
and the life cycle cost (LCC) chosen as a monetary measure. The unique
feature of this work is the simultaneous investigation of the effects of the
design parameters of the planned system’s economic and energy metrics
from a transient statistical viewpoint.
In short, the current work activities are as follows.

e A novel approach is being proposed for integrating photovoltaic/
thermal panel units, fuel cell units, and wind turbines in order to
enhance the overall efficiency of the system, while also mitigating
system costs and promoting environmental sustainability through
the utilization of renewable resources.

The application of a multi-objective optimization technique is being
utilized to determine the optimal conditions for system performance.
The optimization process will involve selecting the response level
optimization method.

The feasibility and reliability of deploying the system across various
regions of Europe will be thoroughly assessed.

2. Overview of the proposed renewable energy system

A schematic of the planned CCHP cycle is shown in Fig. 1. This cycle
consists of solar panel (PV/T), geothermal loops, water turbines, fuel
cells, electrolyzers, reverse osmosis, HPs, batteries, and ST, among other

parts and subsystems. During the course of a year, the intended system
will provide electricity, heating, cooling, hot water, and fresh water to
the 100 residential units. Solar panel (PV/T), fuel cell, wind turbine
(WT), and solar thermal subsystems are in charge of power production in
this system. The WTs and fuel cell are regarded to satisfy the matching
demand and serve as a backup and stabilize electricity production
throughout the night if the PV/T subsystem’s power output is insuffi-
cient to meet the system’s demands. A battery serves a portion of the
system’s requirements in addition to these subsystems. The unpredict-
able nature of ST power production is caused by the variable exhaust gas
temperature. The geothermal well releases steam, which enters the ST
and produces electricity. Following that, the output of the turbine is
transmitted to the heat pump (HP), whose purpose is to provide the
system with the necessary thermal energy for heating and cooling. The
electrolyzer uses some of the system’s electricity to produce hydrogen,
which is then stored in a hydrogen storage tank for use in the fuel cell.
Reverse osmosis uses some of the WT generating power to create fresh
water. The solar panel and fuel cell units, which are two units of elec-
tricity and heat generation, along with the equipment of the steam
boiler, supply the amount of hot water needed by the system. Moreover,
these three units are linked to the storage tank via three cold water
outputs and three heated water inlets. The storage tank’s inlet and outlet
temperatures are designed and managed in such a way that they satisfy
the requirements of residential units day and night.

The creation of renewable energy involves high initial investment
costs and low ongoing maintenance expenses, which gives it a different
structure from technologies used to produce fossil fuels. The initial in-
vestment expenses are comparatively low for techniques of producing
energy from fossil sources. In the following, the equations governing the
multiple energy production system will be examined and the relation-
ships and equations governing the thermodynamic modeling of the
equipment used in the system will be explained with the TRNSYS soft-
ware in order to provide a complete understanding of the problem for
how to calculate the results.
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2.1. System analysis and modeling

The suggested system under discussion is simulated with TRNSYS
utilizing a new approach. The TRNSYS software environment, which is
built on graphics and used to model the behavior of transient systems, is
particularly adaptable. TRNSYS may be used to simulate various dy-
namic systems, even though the majority of simulations are geared to-
ward analyzing the performance of thermal and electrical energy
systems. The TRNSYS and TESS libraries were used for modelling as a
result of their dependability [27] and complete validation [28-34] in
prior experimental experiments.

2.1.1. Steam turbine

Type 592 is used from the TESS library, which works with the
approach of isentropic efficiency and back pressure of the steam turbine.
Users of this kind may select up to five injection ports and five extraction
ports along the turbine’s length. The model may be given with the steam
conditions at these ports in any sequence, and the type will arrange them
properly depending on the stream pressure. In order to match the
streams’ pressures with the turbine’s local pressure, the turbine will
automatically put the injection and extraction streams at the appropriate
points throughout its length. Eq. (1) describes the work done during the
current stage of growth [35].

WUT:m[n (h[n - ham,m‘mal) (1)
2.1.2. Solar panel

The Type 560 is designed to represent an unglazed solar panel (PV/
T) with integrated photovoltaic (PV) cells that serves as both a source of
electricity and heat for a fluid stream flowing via tubes attached to an
absorber plate below the PV cells. This model depends on linear re-
lationships between the PV cells’ efficiency and their temperature and
incoming solar energy. Calculating the power generated by the solar
panel (PV/T) and output temperature is done using equations (2) and (3)
[36]:

Epy)r= (‘ra)n-lAM-GT-A-r]PV/T 2
Em N, ubes K Em

Tou:<Tin _) ’—_L - 3

fou=\Trin 5 exp(’”f‘ff 0 K ®

2.1.3. Wind turbine

TRNSYS Type 90 was employed to model the wind turbines (WTs) in
the study. The model, as described in equations (4) and (5) [37], ac-
counts for variations in air density and wind speed at different heights
when calculating the power output of a wind energy conversion system
(WECS) based on its power versus wind speed curve. In other words, the
model takes into consideration the impact of changes in air density and
wind speed with height on the power output of the WTs [37].

Ewr =p,CpA,» @

Cp=4a(1 —a)’ (5)
In the equation, the variables that are used are air density, wind turbine
rotor area, wind speed, and the wind turbine power factor. The wind
turbine power factor also takes into account the axial induction value.
The maximum power coefficient is also included in the equation, and it
is referred to as the maximum power factor. The value of the maximum
power factor, according to Betz’s limit, is 59.3 %. Betz’s limit is a
theoretical maximum limit for the amount of energy that can be
extracted from the wind by a wind turbine. It indicates that no wind
turbine can extract more than 59.3 % of the kinetic energy available in
the wind.

2.1.4. Heat pump
The research uses a heat pump for heating and cooling. Energy ef-
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ficiency ratio (EIR) represents the delivered power to the device’s design
capacity when operating at nominal settings [38]. Actual heating ca-
pacity coefficient is the ratio of heat output to the heat input by the heat
pump, indicating its efficiency in converting input power to heat output
[39].

fiear =thy + thy Ty + ths T

wh.in

+ thyTap.amp + ths Tj,,,a,,,,, + the T inTap.amp
(6)

The EIR coefficient in heat pump heating operation is calculated as
follows [39]:

Sewn =hpy + hpa Ty in + hp3 T,zu,,7,-n + hpaTap.amp + hps szb,,,m;, + hpe T b inTap,amp
@)

2.1.5. Fuel cell

The alkaline fuel cell (AFC) is simulated numerically using TRNSYS
Type 173. The model assumes that air is present on the cathode side. The
electrochemical model is based on an empirical correlation, which is
used to determine the current-voltage characteristic at the standard
operating temperature. Although a calculation of the AFC-heat stack’s
production is made, a comprehensive dynamic thermal model is not.
Equations (8)-(11) are used to calculate stack power, cell voltage,
module and stack respectively [40].

According to equation (12) [41], the energy efficiency of the fuel cell
was computed by taking into account the cell voltage, the enthalpy of
hydrogen at standard conditions, the number of electrons, and Faraday’s
constant. Egs. (13) and (14), respectively, were used to compute the fuel
cell’s hydrogen consumption and total heat production [40].

Uno
Ueen = ¢ ®
Ne ser
Unoa =Uy — b 10g(1.\-m,,»k) — RowmIstack 9
Ustack = unser Unod (10)
Eguck = UstackLstack (11)
Ucell~ne~F
= et te- T (12)
Mg A,
Ne,serfm,serlFe
=TS 13
Hy ZFPgm h1E ( )
1—
Qgen = E.uuck ( ']E) (14)
Mg

2.1.6. Electrolyzer

The behavior of the electrolyzer was simulated using the mathe-
matical model TRNSYS Type 160 for a high-pressure alkaline water
electrolyzer. Fundamental thermodynamics, heat transport theory, and
actual electrochemical interactions serve as the model’s foundations.
The number of cells linked in series determines the electrolyzer’s total
hydrogen production rate, which may be estimated as follows [39-43]:

. Loy
N, :rl[Nc'ell.vn_l;, (15)
2.1.7. Battery

Pb-accumulators are mathematical representations of lead-acid bat-
teries, often referred to as lead-acid batteries. In this model, resistance
(in relation to concentration-overvoltage) and capacity are connected
via a straightforward equivalent circuit. Based on both current losses
and polarization effects, this model fits a range of chargers with differing
capacity and calculates the equilibrium voltage at various amounts of
charge (when charging and discharging) [27].
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Table 1
coefficients for the rate-relationship of fresh
water.
Coefficient Value
p3 130.2
p2 183.2
pl 0.06739
ql 867.3
Table 2
The initial solution conditions.
Input amount Unit Reference
Steam turbine efficiency 0.90 [35]
Volume of hot water tank 16.4 m® [38]
Fuel consumption Natural gas - [39]
Combustion efficiency (auxiliary boiler) 0.86 - [39]
Set point temperature (auxiliary boiler) 65 °C [39]
PV/T slope 32 ° [42]
System life 25 Years [43]
Electrode area of alkaline fuel cell 0.01 m? [53]
The last gas storage tank pressure 399 Bar [53]
Gas storage tank volume 50 m® [53]
HP Bypass Deficiency 0.1147 [55]
HP heating energy ratio 0.255 [55]
Table 3
Basic information of the apartment unit.
Item Unit Value Reference
(unit)
Wallstotal heat transfer coefficient w 0.51 [42]
m2k
Roofoverall heat transfer coefficient w 0.316 [42]
m2k
Floortotal heat transfer coefficient l 0.318 [42]
m2k
WindowsHeat transfer coefficient w 3.1 [42]
m2k
Roof height m 2.8 [52]
Number of windows 3 [52]
Window area m? 4 [53]
The total area of the windows of every unit m? 12 [53]
The amount of absorption of solar radiation in 0.61 [53]
the walls
Solar absorptance of roof 0.61 [53]
Total area of each unit m? 196 [53]
Occupants People 4 [63]
Total floor area m? 19600 -
Total occupants People 400 -

Electricity (kW]

4380 5110
Simulation Time =8760.00 [hr]

(a)

Fig. 2. Specifications of the required load of the complex. (a) Amount of electricity required; (b) required hot water rate.
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Fig. 3. Yearly variation in the environment’s relative humidity.

2.1.8. Reverse osmosis
Equation (16) was used to compute the steam cycle pump’s output
power [44-46]:

PumpPower = (W,,e,) x1.79 (16)
Equation (17) was used to calculate the freshwater rate.

(p1 x PumpPower® + p2x PumpPower + p3)

Fresh Water Rate =
(PumpPower + q1)

a7

In this study, the production rate of freshwater is measured in cubic
meters per hour. Table 1 contains the coefficients for the equation of 17
[44-46].

Due to the sheer amount of formulae, the governing formulas of the
other parts of the new CCHP cycle, such as storage containers and
auxiliary boilers, are not included here, even though they are taken into
account throughout the computations. You may find these formulae in
the literature [39-43]. The settings and input values used to model the
major subsystems are shown in Table 2. To calculate the electricity
purchase rate from the entire electricity distribution network, the elec-
tricity sales rate and the natural gas purchase tariff were used based on
the data of Dongellini and Morini [47].

2.2. Building

An apartment complex with two building and 12 and 13 stores and 4
flats on each level serves as the subject of the study. There are 100
apartments in all, and each one is a normal apartment with a 196 m2
floor space [48]. Table 3 displays each unit’s specs. Using the approach

Dot water fiow rate load (kgh)

— m_dot_load_HW

4004

192064

144064

z
E)
2
3
2
]
g
k
50
H
3
2

4.800€3

\HH | |
\HH w1 m.[mmn I

00ED
Simulation Time =8760.00 [m]

(b)
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Fig. 4. Temperature of the chosen environment throughout the year.
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Fig. 5. Heating loads of the selected case study.

outlined in Refs. [49,50], the characteristics of hourly electricity and hot
water usage for an apartment complex over the course of a year have
been computed and are shown in Fig. 2.

The quantity of power needed in the six cities under study for a year
is shown in Fig. 2 (a). These results have been calculated for 8760 h of
electrical energy required by residential units, and the need for cooling
and heating equipment used in this system to produce cooling and
heating in hot and cold seasons is provided by the system itself. Fig. 2 (b)
depicts the amount of hot water used annually in the cities of Rome,
Monaco, Montpellier, Naples, Perpignan, and Marseille. As the results
show, in the cold seasons of the year, due to the need for heating load
due to the heater of residential units, the amount of hot water increases,
and in the hot seasons of the year, due to the decrease in the need for
heating load, the amount of hot water production has decreased, and the
lowest Hot water is produced in July.

Fig. 3 shows the average monthly relative humidity of the six cities.
The proportion of water vapor partial pressure to water vapor pressure
at a particular temperature is known as relative humidity. Relative hu-
midity depends on the temperature and pressure of the measured sys-
tem. At a colder temperature, the same amount of water vapor results in
higher relative humidity.

As the results show, the months of June, July, and August during the
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Fig. 6. Annual cooling loads of the selected case study.

summertime have the highest average relative humidity for six cities.,
and the lowest average relative humidity of the six study cities was
recorded in the months of December, January, and February in the
winter season. Also, the city of Naples has the highest relative humidity
and the lowest relative humidity relative to the city of Marseille.

Fig. 4 shows the average monthly temperatures of the six cities. The
highest and lowest temperatures for the city of Rome were 36.8 and
—2.4, respectively, 33.14 and 1.4 for Monaco, 35.4 and —4 for Mont-
pellier, 36.05 and —1.35 for Naples, 35.8 and —2.65 for Perpignan, and
35.75 and —3.65 for Marseille. The findings indicate that for six cities,
the summertime and the months of June, July, and August had the
highest average ambient temperatures, and the lowest ambient tem-
perature of the six study cities is recorded in December, January and
February in the winter season.

In Fig. 5, it can be seen that the amount of heating required for one
year in the cities of Rome, Monaco, Montpellier, Naples, Perpignan, and
Marseille was 2.41 x 106,1.92 x 10, 2.4 x 105, 1.77 x 10°,2.11 x 106,
and 2.4 x 108, respectively. The amount of cooling required for one year
in the cities of Rome, Monaco, Montpellier, Naples, Perpignan, and
Marseille were 5.49 x 105, 4.01 x 10°, 3.47 x 10°, 6.52 x 10°, 3.83 x
105, and 5.26 x 10, respectively (Fig. 6). Therefore, as shown, the need
to provide cooling is much less than the need for heating.

As the results show, due to the cold weather in winter and autumn,
the need for heating load increases, and the highest heating rate is
recorded in the months of December, January, and February. As the
ambient temperature increases, the need for heating load decreases. Due
to the cold air of Rome, the highest heating load is related to this city,
and due to the higher air temperature of Monaco, the lowest heating
load is related to this city. It should be noted that the results of the
heating load are the inverse of the ambient temperature.

As the results of Fig. 6 show, due to hot weather in summer and
spring, the need for cooling load increases in these seasons for six study
cities, and the highest cooling load is recorded in June, July and August.
As the ambient temperature increases, the need for cooling load in-
creases. Due to the high ambient temperature of Naples, the amount of
cooling load required by Naples city is higher than other studied cities,
and due to the lower air temperature of the city of Montpellier, the
lowest cooling load is related to this city. It should be noted that the
results of the cooling load are directly related to the ambient
temperature.

2.3. Case study

In this study, the system’s performance was evaluated by examining
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Fig. 7. Geothermal map of Europe [64].

the effects of weather patterns from various locations. The six European
cities of Monaco, Montpellier, Marseille, Perpignan, Rome, and Naples
were included in the research region. The geothermal, wind, and solar
maps of the chosen sites are shown in Figs. 7 and 8. Monaco is a tiny
nation on Western Europe’s Mediterranean Sea, on the French Riviera, a
little distance west of the Italian province of Liguria. Monaco has
moderate winters and hot, dry summers due to its Mediterranean
environment. Solar and geothermal energy are two examples of
renewable energy sources that are presently utilized in Monaco, as seen
in Figs. 7 and 8. A city in southern France called Montpellier is situated
10 km inland from the Mediterranean Sea. Short, hot, dry, and mainly
clear summers and lengthy, chilly, windy, and partly overcast winters
are the norm in Montpellier. Solar and geothermal energy are two of the
renewable energy sources being utilized in Monaco. Cities in southern
France include Marseille and Perpignan. Their Mediterranean environ-
ment has hot, sunny summers and moderate, comparatively damp
winters. The availability of wind and solar energy was one of the pa-
rameters that led to the selection of Marseille and Perpignan. Italy’s
capital is Rome. Winters in Rome are lengthy, cold, humid, and partially
overcast, while summers are brief, hot, humid, dry, and largely clear.
More than a third of the electricity generated in Rome comes from green
sources including solar photovoltaics, wind energy, and geothermal
energy. Italy is the third biggest generator of renewable energy in
Europe. After Rome and Milan, Naples is the third-largest city in Italy

and serves as its regional capital. Naples has short summers that are hot,
muddy, dry, and mainly clear and lengthy winters that are chilly, rainy,
and partially overcast. Among the renewable energy sources employed
in Naples are solar and geothermal energy [64,65].

The first findings are shown in Fig. 9. The findings indicated that
Marseille produced more power than the other cities. Economic studies
also shown that this approach was more efficient in Marseille. Naples
and Marseille both had better comfort levels (PMV) and boiler gas use.
As a result, this city was chosen for more research.

3. Parametric study

The impact of changing HP heating capacity on target performance is
shown in Fig. 10. Theoretically, it is true that increasing the heating
capacity raises costs; this has been shown. Additionally, the impact on
the power generated is negatively correlated with the increase in total
heating capacity. The findings demonstrate that as heat pump capacity
increases, less electricity is produced because the heat pump requires
more electrical energy. The system’s power production provides the
heat pump with the electrical energy it needs to operate. Also, when the
heat pump’s capacity grows and this unit produces more cooling and
heating, the system’s expenses rise.

The impact of changing HP cooling capacity on the desired perfor-
mance is appeared in Fig. 11. Costs go up when cooling capacity is
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Fig. 8. Solar (Top) and wind (Down) maps of Europe [65,66].

increased. Additionally, a rise in cooling capacity has a detrimental ef-
fect on the cycle’s ability to generate power, which results in a drop in
output. As the results show, with the increase of the cooling capacity, the
amount of electricity produced decreases, because the need of cooling
for electric energy increases. The system generates the electrical energy
needed for the cooling unit, which influences the system’s overall output
of electricity. Also, the price for the suggested renewable system will rise
as a result of the heat pump unit’s increased cooling capacity and

subsequent rise in cooling output.

Fig. 12 illustrates how variations in the fuel cell unit’s power level
affect the objective functions. The results show that increasing fuel cell
power increased the system’s total power but also increased the system’s
cost. However, since a fuel cell is utilized in the proposed system to
manage the generation of electricity during periods when the wind and
sun are not present, it is feasible to lower the system’s costs by maxi-
mizing its capacity. A fuel cell is basically a device that converts used
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Fig. 13. Effect of increasing the steam turbine capacity on the target functions (produced electricity and total cost).



iranpaper 1=} Downloaded from https://iranpaper.ir

A. Dezhdar et al.

390000
380000 4
370000 4
360000
& 350000 1
@)
& 340000 -
Monaco
330000 1 ~ = - Montpellier
— 2 Marseille
& —-—- Perpignan
310000 Rome
2 Naples
2, 1%
300000 T ] T T T T
50 100 150 200 250 300

Number of PVT collectors

A

e 0lnl ol oy90

https://www.tarjomano.com o et L%)D}J

Renewable Energy 220 (2024) 119695

280000
§ 260000 -
7% 240000
§ 2200001
i
22
£ 200000 1
2
4180000
2
-5 160000
=
&
B 140000 1 — Monaco :
g - = - Montpellier
| 420000 Marseille
> ;
g 100000 == Perpignan
> Rome
» so00044 7
60000 +— T

T T T
50 100 150 200 250 300

Number of PVT collectors

b

Fig. 14. Effect of the number of solar panel on the objective functions (produced electricity and total cost).

fuel such as hydrogen, natural gas, etc. into electricity, water and heat.
In other words, a fuel cell is similar to a battery, but unlike a battery, it
does not need a charge storage. As long as the fuel and air required by
the battery are supplied, the system will work. By increasing the fuel
cell’s power, the cost of the unit rises owing to the need for more fuel,
but because the unit performs better with more fuel, the amount of
energy produced by the unit also rises, and as a consequence, the cost of
the unit decreases. Moreover, the overall system’s output power rises.
A steam turbine is a power generation device that takes thermal
energy from steam and turns it into rotational motion. The impact of ST
power adjustments on the objective functions was examined, as shown
in Fig. 13. The findings showed that system expenses and energy gen-
eration rose when ST power increased. The capacity of the ST was
decreased to an acceptable level, and the expenses were decreased, by
balancing the quantity of power needed by the system and waiting for
the suggested design of the ST. By increasing the capacity of the steam
turbine, the heat flow hits the turbine blades with high speed and
pressure and causes the turbine to rotate at the desired speed. The tur-
bine can produce the required power according to the capacity and
rotation speed. The operation of the steam turbine is based on the law of
conservation of energy, according to which the heat of the fluid passing
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through the turbine is converted into work and only the structure and
form of energy changes.

Fig. 14 depicts how changes in the PV/T (number of solar panels)
affect the objective functions. The results showed that as the number of
solar panels rose, so did the cost; however, as the number of panel
increased, so did the amount of power generated. In this type of solar
receiver, the heat produced in the photovoltaic panel when using sun-
light to generate electricity is transferred to the heat storage tank using a
circulating pipe and a heat exchanger module. At the same time, the
working temperature of the photovoltaic module is reduced to improve
its photoelectric conversion efficiency. The heated end of the tank then
distributes the hot water to the user. Next, the electrical energy pro-
duced by photovoltaic can be used. For this reason, with the increase in
the number of solar panels, the energy absorbed by the sun increases,
and hence by supplying the thermal energy needed by the panels, the
amount of electricity produced and also the heat produced by this type
of solar unit also increases. But it should be said that solar equipment is
one of the expensive equipment, the cost of buying them is high, but the
cost of maintenance and maintenance of these units is low. As a result,
the cost of the entire system rises as the quantity of solar panels does as
well. Solar panels produce electricity and heat by absorbing solar
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Fig. 15. The impact of wind turbine number on the objective functions (produced electricity and total cost).



iranpaper

=1 Downloaded from https://iranpaper.ir

A. Dezhdar et al.

Get information from modeling

v

Process

Alio (il (gawass dey

e 0lnl ol oy90

https://www.tarjomano.com

Renewable Energy 220 (2024) 119695

Introduction of decision variables and their range

¥

Performing CCD to plan DOE

¥

Get results from simulation analysis

¥

Performing ANOVA

|

Are the results correct?

YES l

Optimizing Point

|4_

NO

Fig. 16. Flowchart of the response surface method.

energy. As the number of solar panels increases and the solar farm ex-
pands, the amount of electricity and heat produced by the solar farm
made of thermal photovoltaic panels also increases. On the other hand,
the cost of the solar farm will increase by expanding it due to the initial
costs including the purchase of equipment and installation.

In Fig. 15, it was examined how changes in the number of WT
impacted the target functions. The results indicated that as the number
of WTs climbed, so did the cost of the system and the amount of power
produced. The kinetic energy of the wind is transformed into mechanical
energy and ultimately into electrical energy in wind turbines. Wind
turbines can be combined with solar cells for optimal use and production
of more power. Because of this, as the number of wind turbines rises, so
does the wind turbines’ capacity to collect energy from the wind and
their ability to circulate their blades, and as a result, by providing the
wind energy required by the wind turbine, the amount of electricity
produced by this type of electricity generation unit also increases. But it
must be said that wind turbines are considered expensive equipment, the
cost of their purchase is high, but the cost of maintenance and mainte-
nance of these units is low. In consequence, the cost of the entire system
rises as the number of wind turbines does. Wind turbine produces
electricity by absorbing wind energy. The wind turbines used in this
research are horizontal axis type. As the number of wind turbines in-
creases and the wind farm expands, the amount of electricity produced
by the wind farm from horizontal axis wind turbines also increases. On

Table 4

Decision variables and limited decision variables.
design variable Lower limit Upper limit
Solar panel 0(-) 250 (-)
Wind turbines 0(-) 15 (-)
steam turbinecapacity 0 (kw) 90 (kW)
fuel cellcapacity 0 (kW) 70 (kW)
HPcooling capacity 0 (kW) 70 (kW)
HPheating capacity 0 (kw) 80 (kW)

13

the other hand, the cost of the wind farm increases by expanding it due
to the initial costs including the purchase of wind turbine equipment and
their installation and operation.

4. RSM (response surface methodology)

Some real-world problems require identifying and analyzing the
impact of input variables on the response variable. Selecting the finest
member from a group of feasible members is referred to as optimization.
In its most basic form, it is attempted to determine its maximum and
lowest value by methodically choosing data from a set that is readily
available and computing the value of a real function. One of the practical
methods for modeling and solving these problems is response surface
methodology. A collection of statistical methods and applied arithmetic
are used in response surface methodology to create empirical models.
Response procedure designs aim to maximize the response, which is
affected by a number of independent variables. The response surface
method has steps to implement and these steps are presented in Fig. 16.
First, the studied system is defined and the input variables to the system
are identified. Then the main variables are entered into the RSM test
design system and the output responses are evaluated, analyzed and
optimized based on the input variables. After conducting the tests and
identifying the effective factors, according to the application of the
response surface methodology, the relationship between the variables
related to the effective input factors and the response level variable is
determined using a non-linear regression model. Then the optimal value
of each of the nonlinear model variables is obtained using the ideal
programming method.

RSMs establish links between performance measures and several
design variables, called factors. The purpose of RSM is to create an
optimal combination of components. The advantage of the RSM method
compared to the old methods is to reduce the number of modeling for a
more organized and integrated examination of the elements, as well as
the possibility of combining factors with selected simulations [60].Using

o
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equation (18) as a general model of second-order RSM, The general
model can be described as follows:

y=r0+i:rixi+iriixiz+ Zirijxixj 18)
=1 p

i<j=2

In this model, the coefficients are extracted through regression analysis,
which displays the response, the factor and the number of factors. A
CCHP cycle is modelled and optimized using six factors, as shown in
Table 4. A is determined as the number of solar panels since area of the
panel has an effect on the total electricity production of a system and its
fuel consumption. Power generation and system costs are also greatly
affected by the number of wind turbines. As a result, factor B was the
number of wind turbines. Among the three power generation sub-
systems, steam turbine capacity was selected as the C factor. A signifi-
cant part of the electricity required for modeling is produced by the fuel
cell subsystem, so factor D reflects the fuel cell’s power. Because the
proposed system is cooled and heated with a heat pump, the E and F
factors are the cooling and heating capacities. As shown in Table 4, the
selected factors have experienced a wide range of changes. The range of
change of all factors is from the lower limit of zero to the upper limit,
where the value of zero indicates the non-use of these components, and
the upper limit is selected based on installation restrictions and
maximum cooling and heating loads. According to the range of factor
changes, RSM and CCD methods provided 52 performances. Finally,
Design Expert software [61] was used for the statistical calculations
needed for the simulation data.

In this research, 4 objective functions were considered to optimize
the technical and economic performance of the system, and the re-
lationships of the four objective functions investigated, which include
total electricity consumption (OEC), boiler fuel consumption (BFC),
predicted average vote (PMV) and LCC is reviewed in order below [39,
48,49]. The target functions are intended to reduce system cost, increase
system efficiency in electricity production, reduce boiler fuel con-
sumption to prevent the increase of system costs in fuel supply, as well as
reduce environmental issues and predicted average vote to provide
thermal comfort for residential units. And it should be stated that the
purpose of this research is to introduce a high-power system to supply
energy to residential houses at a suitable economic cost [39,48-51,54,
56-59].
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Table 5
Validation of Reverse Osmosis Desalination with the research of Nafey and
Sharaf [62].

Variable Present study Nafey [62] Unit Difference (%)
Woump kO 1120 1131 kw 0.97
My 485.9 485.9 m’/h 0
SR 0.9944 0.9944 - 0
Xp 64,180 64,180 Ppm 0
X4 252 250 Ppm 0.8
AP 6843 6850 kPa 0.1
0.80
—— Present work
0.75 —®&— Kanyarusoke et al
0.70 1

£ 0.60 1
g
9

0.55

0.50

0.45 } } } }

0 5 10 15 20
Day

Fig. 17. Validation of the solar panel (PV/T) used in the proposed system [63].
minimization. Also, the goal of the PMV objective function is to reach 0.
5. Results

In this part, the results of modeling, optimization and performance of
the system are discussed in the climatic conditions of different cities, and

Z (Eloadpm/ile + EHP + Eelclmly;er + Epumps + Emmpremor - EPV/T - Eﬂ(elfell - EWTS)
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The goals of the multi-objective optimization approach should
specify that the desired goal is to maximize the OEC objective function
after taking into account all techno-economic elements. Also, the desired
objective is considered for the two objective functions of BFC and LCC

in the first step, the validation of the problem is discussed. It should be
noted that problem modeling was done with TRNSYS software and
problem optimization was done with response surface method (RSM)
and Design Expert software.

5.1. Validation

Two reverse osmosis systems and a solar panel were chosen for
validation in order to examine the simulation’s accuracy. Because the
system under review is a new and innovative system and is being
reviewed for the first time, a validation is needed. The Nafey and Sharaf
study [62] was used to verify the reverse osmosis desalination subsystem
while taking into account the novel nature of the suggested system. The
findings, which show high-accuracy modelling, are listed in Table 5. As
the validation results show, this comparison has good validity and the
error percentage of the two studies is very low.

The validation of PV/T panels represented in the TRNSYS software is

o
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Fig. 18. Diagram of the optimization strategy.

Table 6
Maximum value of the selected governing design parameters.
case study Number of PVT panels ~ Number of wind turbines Steam turbine capacity (kW)
Marseille 142 4 45.568
Monaco 162 5 38.7
Montpellier 185 6 65.881
Naples 135 5 73.504
Perpignan 134 3 44.244
Rome 198 7 67.982

Fuel cell power (kW)

52.05
42.638
70.175
37.685
44.889
61.82

HP cooling capacity (kW) HP heating capacity (kW)
36.301 31.751
49.499 51.979
57.451 46.046
57.029 26.887
46.561 36.845
36.552 41.169
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Table 7
The most optimal points obtained for each of the studied cities.
Performance metric OFC (%) BRC (myear) ( m ) PMV (-) LCC ($)
year year

The optimal solution using the RSM Monaco —29103.892 50476.6 0.206 334742.518
Montpellier —121217.314 47547.706 0.17 271734.064
Marseille —33671.568 51886.857 0.171 333487.677
Perpignan —20238.1 53458.12 0.165 352978.089
Rome —89777.437 47559.734 0.194 292892.946
Naples —9040.145 52430.463 0.25 366566.357

Confirmation run Monaco —27910.63243 48709.919 0.20188 318005.3921
Montpellier —116489.8388 46549.20417 0.16405 266027.6487
Marseille —32493.06312 50434.025 0.161937 328485.3618
Perpignan —18983.3378 51587.0858 0.16038 339211.9435
Rome —86365.89439 45657.34464 0.1843 280884.3352
Naples —8579.097605 49808.93985 0.24625 359968.1626

Estimation error Monaco 4.1 3.5 2 5
Montpellier 3.9 2.1 3.5 2.1
Marseille 3.5 2.8 5.3 1.5
Perpignan 6.2 3.5 2.8 3.9
Rome 3.8 4 5 4.1
Naples 5.1 5 1.5 1.8

shown in Fig. 17, which also demonstrates a fair degree of agreement
between the current model and the research done by Kanyarusoke et al.
[63]. As the validation results of the photovoltaic solar panel show, this
comparison has been checked to check the amount of electricity pro-
duced in 20 days, the results indicate the good validity of this transient
simulation and the error percentage of the two studies is very low.

5.2. Optimization

The interaction of numerous major design factors has an impact on
hybrid systems, thus it’s critical to build a technique for tracking how
these interactions influence system performance indicators. The opti-
mization technique used in this research sought to identify the optimum
group of critical design parameters for the proposed cycle to achieve the
best system efficiency from an energy and financial standpoint. Con-
ventional optimization methods, however, have large computing costs
and are unable to foresee the interactions between design elements and
performance metrics [19]. A flowchart of the optimization technique
used in this investigation is shown in Fig. 18. The first step in the design
and optimization process is to determine the design points with tests,
which are an effective tool for this issue.

Based on the results of the transient calculation, the RSM of opti-
mization chooses the best configuration of the specified controller
design variables, as shown in Table 4. Table 6 lists several values for the
optimization factors for each city. A summary of the operating outcomes
for the CCHP unit built using solar, wind, and geothermal energy sources
are also included in Table 7. The calculation results were compared to
the RSM’s optimum settings to ensure the results were accurate. Make
sure to optimize. Maximum error from the optimization procedure was
6.2 %. Table 7 shows the ultimate quantity of power generated, annual
natural gas use, comfort rating, and system cost for each city
individually.

The best city, which corresponds to Montpellier, is shown in Fig. 19’s
single-objective Pareto diagram along with the load distribution of
modifications to the objective functions.

In the current research, the system’s original design was initially
carried out using wind, solar, and geothermal energy sources in accor-
dance with the sites chosen and the availability of sufficient renewable
energy capabilities in those places. The necessary subsystems were
selected based on the demand for the production of products such as hot
water and fresh water for the building, as well as the production of
heating for the cold season and the production of cooling for the warm
season, and the capacity of each subsystem was selected experimentally
and with educational assumptions. The system’s efficiency in terms of
power production and cost was then assessed. In this phase, the system’s
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performance for various cities was once again examined using the
objective functions after optimizing and selecting the ideal spots for
each area.According to Fig. 20, Montpellier, one of the six chosen cities,
had the finest circumstances for the modelled and ideal system, having
the maximum production capacity of —121217.314 (kWh/year), the
lowest cost of 271734.064$, and the lowest quantity of gas consumption
of 47547.706 m3/yaer. Naples had the poorest circumstances, both
economically and in terms of producing energy, compared to the other
six cities, with the greatest cost for the proposed system being
366566.357% and the lowest output power of the system being
—9040.145 (kWh/year) for Naples.

5.3. Comparison of electricity produced and consumed

The balance and equality of electricity generated and consumed are
the most crucial factors to consider while developing the system, and the
suggested system must be modelled in a manner that can accommodate
consumption requirements at all times. A research was carried out to
compare the power output of the system with the load used over the
period of a whole year.

The results are shown in Fig. 21. Solar, wind, ST, and storage tech-
nologies might each provide a fraction of the system’s annual power
needs. These devices, however, are unable to consistently provide the
necessary power throughout the day and night. The ST also contributed
significantly to the yearly demand, as seen in Fig. 21, but this quantity
was insufficient to fulfil the consumption requirement. The fact that
additional support system is required in this case suggests that a fuel cell
is the best option. The majority of annual power consumption demands
and excess energy can be met by a fuel cell unit. Other significant factors
in the selection and use of this unit in the current research include
supplying the system expenses and selling the produced power to the net
work.

In the proposed system, 4 power generation units including fuel cells,
solar panels, wind turbine,s and steam turbines along with battery units
for energy storage have been used to strengthen the electricity produc-
tion and supply the energy consumption of the residential complex. The
energy required by the solar panel is obtained from solar radiation,
therefore any changes in the daily radiation of the sun affect the pro-
duction of electricity and heat of the panel. On the other hand, the wind
turbine works by wind energy, and any changes in the daily potential of
wind energy affect the changes in the wind turbine’s electricity pro-
duction. On the other hand, the energy required for the steam turbine is
obtained by geothermal energy. Unlike wind energy and solar energy,
geothermal energy is a sustainable energy that can be used permanently
and sustainably. For this reason, the production of electricity by the

o
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Fig. 19. Single-objective optimal results of the functions.

steam turbine is stable throughout the year, which is why the amount of
electricity produced by this unit is more than the wind farm and the solar
farm. The amount of electricity produced by the fuel cell is more than
the whole unit, and the reason for this is the receipt of hydrogen and
oxygen gas. As a result, the total power generation by all power gener-
ation units as well as the power stored in the battery is used to supply the
electricity needed by the residential complex throughout the year,
which is shown as load in Fig. 21.

5.4. Analysis of hot water produced

The system’s ability to provide the necessary hot water for a year was
another challenge. To create hot water, equipment that burns fossil fuels
is often employed. As part of this research, efforts were made to reduce
the amount of natural gas used to fuel the auxiliary boiler, which pro-
duces hot water. Additionally, solar energy was used to provide some of
the system’s hot water. As shown in Fig. 22, solar energy is insufficient
to provide the system with all of the hot water it needs. Under some
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circumstances, solar energy can only supply a portion of the needed
water up to a temperature of 32 °C, Therefore, the boiler is used to in-
crease the thermal energy of the system to further increase the desired
water temperature to the required level. The equipment used in this unit
causes a 50 % increase in the temperature of the water fluid and this
process has shown the activity of the fuel cell unit in preheating the
required hot water. This equipment also had a direct impact on gas
usage, lowering both prices and gas consumption. Reduce the system.

5.5. System dynamic performance

Montpellier, which had the best circumstances compared to the other
six cities, had the dynamic performance of the suggested hybrid system
shown in this section. The modelled system made use of several storage
and renewable energy technologies. The total power used by the chosen
apartment complex (red) and the total electricity generated by the sys-
tem (blue) during a year are contrasted in Fig. 23. This outcome
demonstrated that the suggested system provided the necessary power

o
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Fig. 22. Comparing the temperature and load of the system units.
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Fig. 24. Electricity produced by wind turbines.

throughout the whole year, day and night. Additionally, because there
wasn’t much of a discrepancy between the quantity of power generated
and used, the excess was sold to the grid. As the results of this com-
parison show, during the year due to the increase in the absorption of
solar energy and ambient temperature, and the absorption of more
thermal energy for the production power system equipment, there is a
greater increase in the summer season than in other seasons. Because
with more thermal energy entering the solar panel, steam turbine and
fuel cell, which are the three power generation units, the power in-
creases. On the other hand, the amount of electricity load in the winter
months is higher than in other months of the year due to the use of
heating equipment.

The quantity of power generated by the WT, the last component of
the system that provides energy, is seen in Fig. 24. The production power
of wind turbines varies throughout the year and varies between 0 and
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4.8 kW h, and it has a lower production capacity than other power
generation units. It should be noted that wind turbines operate with
changes in the wind speed of the environment and the production power
of this unit depends on the changes in the speed of wind energy.

For the ease, speed, and accuracy of solving the problem of each
building in calculating and determining the temperature of the building,
it is necessary to divide the building into smaller and separate areas, and
the most important factors that determine the boundaries of the zones
are the use and area of the building. For this reason, to calculate the
temperature of the building and then reach the predicted mean vote
suitable for the building, the temperature analysis of the zones is
effective in calculating the amount of electricity consumption and
cooling and heating of the building. The selected apartment complex has
four unique sections, as previously mentioned, the changes in indoor air
temperature according to the demand of each selected section are shown
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Fig. 25. Hourly temperature of the environment and of four zones of each building throughout the year.
in Fig. 25, which also shows the average hourly temperature of Mont- results of the PMV. As the results showed that in the hot months of the
pellier in purple. The minimum air temperature is 20° Celsius and the year, the value of PMV exceeds 0.4 and the value of PMV in the coldest
maximum temperature is 26° Celsius, which shows that the planned months of the year is close to zero. The changes of PMV mode are similar
system works well during the year. The results show that the highest to the changes of ambient temperature mode throughout the year and
temperature throughout the year for the best selected city occurs in the with the increase or decrease of ambient temperature.
summer season and the months of June, July and August, and the lowest The total volume of fresh water generated for the city of Montpellier
temperature throughout the year is in the months of January and over the course of a year, as shown in Fig. 27, was 3756.07 m3/year. The
December in the winter season. The results show that the temperature quantity of fresh water produced by the reverse osmosis desalination
changes of the four selected zones in the building also change with the subsystem is presented hourly for a year in Fig. 27. The steam turbine’s
ambient temperature changes and the increase or decrease of the tem- output power provides the electricity needed for the reverse osmosis
perature of the zones is similar to the ambient temperature. desalination machine. The findings demonstrate that the amount of
The suggested system’s ability to deliver thermal comfort was fresh water produced by the system grows with the amount of electricity
assessed using PMV, as was previously mentioned. People feel warmer produced during the summer months of the year increases, and de-
and colder depending on how positively or negatively the PMV number creases as the amount of power produced by the system increases.

is skewed. The PMV’s optimum value is zero, and interior conditions are
improved with PMV levels that are near to zero. Fig. 26 displays the
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Fig. 26. Thermal comfort (PMV) for one year.
fresh water(m3)
— PumpPower
1.000 400.0
0.800 320.0
)
£ 0600 240.0
=
]
®
3
@
@ 0400 160.0
=
0.200 80.0
0.000 0.0
0 730 1460 2190 2920 3650 4380 5110 5840 6570 7300 8030 8760

Simulation Time =8760.00 [hr]

Fig. 27. Freshwater production throughout the year.

6. Conclusion

In this research, a system (CCHP) with wind, solar, and geothermal
energy as energy sources, rechargeable batteries, and production of
hydrogen were coupled and subjected to technical-economic analysis for
100 residential units in Marseille, Monaco, Montpellier, Naples, Perpi-
gnan, and Rome. Important components of the modelled system include
WTs, STs, photovoltaic panels (PV/Ts), fuel cell circuits, HPs, reverse
osmosis, electrolyzers, and hydrogen storage tanks. The RSM and
TRNSYS software were utilized to analyze the design parameters of the
primary CCHP controller. These parameters comprise the number of
solar panels, the capacity of the ST, the number of wind turbines, the fuel
cell unit capacity, and the cooling and heating capacity of the HP.
Auxiliary boiler fuel use (BFC) and overall power consumption were the
main indicators of Overall Electricity Consumption (OEC). The PMV was
determined to be the thermal comfort score of the system, while the LCC
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served as the analysis’s economic criterion. The original system design
was chosen based on the use of electricity, cooling, heating, hot water,
and freshwater subsystems by the cities chosen and the relevant capa-
bilities of renewable energy in those locations. For the reliability of the
necessary electrical and hot water supply, fuel cells must be used. The
findings demonstrated that fuel cells, hydrogen generation and storage
systems, and storage batteries play the most significant roles in the
system’s stability throughout the day and night. Montpellier was chosen
after more research, system optimization, and analysis of the best city in
terms of the volume of power generated, cost, and natural gas use. The
total quantity of energy generated by the city’s system in a year was
425690.937 (kWh), of which 121217.314 (kWh) were sold to the grid
and the rest was used to power homes. The annual use of natural gas was
47547.706 m>/year.
In summary, the results can be stated as follows.
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e The results of multi-objective optimization with the response surface
method showed that the system in Montpellier has 185 solar panels,
6 wind turbines, steam turbine capacity of 65.881 kW, fuel cell
power of 70.175 kW, absorption chiller capacity of 57.451 kW and
heat pump capacity of 46.046 kW.

The results of multi-objective optimization with the response surface
method showed that the optimal value of the objective functions OEC
equals —121217.314 kWh/year, BFC equals 47547.706 m3, PMV
equals 0.17 and LCC equals $271734.064.

e The transient simulation results showed that the optimal value of the
objective functions PMV equals 0.16405 and LCC equals
$266027.6487.

The estimation error showed that the minimum and maximum error
between the results of transient simulation and multi-objective
optimization was between 2.1 and 3.9%.
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